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An OLS linear regression model that forecasts the values of Dodge Chargers from 1966-1971.

Method: I went on eBay to collect data for this model. I collected the sale price of each car, engine type: small (0) or big block (1), transmission type: automatic (0) or manual (1), model year, missing powertrain: yes (1) or no (0), condition: based on Hagerty’s 1-6 scale. 
Note: Hagerty condition scale link: https://www.hagerty.com/media/buying-and-selling/car-conditions-what-the-numbers-mean/
Note: I collected data for at least two cars of each model year, and they all had to be sold between 11-1-2021 and 1-16-2022 to partially control for time of year being a factor in sale price. All data was added onto an Excel spreadsheet and all calculations were executed on Excel. 

Data: The data is split into two screenshots to make the text readable. 
[image: ]
[image: ]


















Results of the OLS linear regression 1:
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The full equation of the linear regression is:
Sale price = 75317.87 - 21430.50(1966) - 10783.70(1967) + 9714.09(1968) + 10468.23(1969) + 21465.19(1970) + 1557.09(Big block) + 17397.69(Manual transmission) - 14240.90(Condition) - 1951.35(Missing powertrain)

As can be seen from the results, this model’s adjusted R squared is .683. This means that the regressors make up 68.3% of the variation in sale price. While the 68.3% is high, R squared increases whenever more regressors are added so this metric must be scrutinized. 

The standard error of regression is also high at $12,485.49. This means that there was an average mistake of $12,485.49 made by the linear regression for every observation in the model. 

The regression as a whole is significant, as the significance F value is less than 0.05. A joint hypothesis would prove that this model as a whole is statistically significant. 

This model is not perfect by any means, as it suffers from a small sample size. I could only find 20 observations, which means that this model does not approach normal distribution. If the model had more observations, then the central limit theorem and the law of large numbers would state the model would approach normal distribution. This is optimal.  

This model should be tightened up to have fewer regressors and more observations to improve its results. This WhatToCharger model is a new idea for a quantitative project that I have recently come up with, so that is why the model lacks a larger sample size as well as better regressors.  

Also, the 1971 Dodge Charger that sold for $97,995 is an outlier in the data. The car is a rare Dodge Super Bee that is one of about 300 produced. That is why its value is much higher than all the others on the data sheet. This rarity is unaccounted for in the model and it shifts the linear regression plot. 















When the outlier 1971 Dodge Charger Super Bee is removed from the model, the results are dramatically improved:
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The Adjusted R squared value increases to 82.6% from 68.3%, and the standard error of regression decreases from $12,485.49 to $5,988.70. 
The overall model is still statistically significant as the significance F value is still less than 0.05.

The model still needs to be adjusted to include a larger sample size and less regressors, but this is an improvement, nonetheless. Additionally, regressors like Manual transmission need to be removed because they are not statistically significant and one would think a manual transmission increases the value of a car, not decreases it like the model predicts.  

I plan on updating my data sheet every month with new Chargers that sell on eBay to increase my sample size. I am thinking of keeping an overall model and a monthly model to see the changes in sale price based on the time of year.

Forecasting using the WhatToCharger model: 

I have a 1971 Charger base model. I would rate its condition a 5 (needs complete restoration, but not a parts car). It is a small block, automatic car with the drivetrain still in the car.
Here is a picture of the car:
[image: ]

Using the updated equation to forecast a value for my 1971 Charger:
Sale Price = 36135.08 - 1413.41(1966) + 1175.12(1967) + 24340.32(1968) + 21071.75(1969) + 22033.60(1970) + 4043.28(Big block) - 4673.18(Manual transmission) - 6322.39(Condition) - 15556(Missing powertrain) 

Updating the equation to fit my car’s specifications:
Sale Price = 36135.08 - 1413.41(0) + 1175.12(0) + 24340.32(0) + 21071.75(0) + 22033.60(0) + 4043.28(0) - 4673.18(0) - 6322.39(5) - 15556(0)
Sale price = 36135.08 - 6322.39(5) 
Sale price = $4,523.10

The WhatToCharger model predicts that my 1971 Charger would sell for $4,523.10 if I posted it on eBay as an auction item. I believe this is a fairly accurate sale price because I have been told by some experts that my car is worth $4,000-$5,000.

Update 02/04/2022:

I have added 5 more observations (cars sold via eBay auctions) and created another linear regression model that has the updated results. At this point, I am still trying to input more observations into my data set to improve the statistical integrity of my WhatToCharger model. With the sample size only being 23 cars, the data is susceptible to being influenced by chance or statistical anomalies that a larger data set would not be. The model will be constantly improving as more cars sell and my data set becomes more robust. I am also considering updating the model to remove the 1966 and 1967 model years because these years do not see many cars sold. Additionally, adding a rarity regressor would help to explain more of the variation in the sale price variable, so I am currently trying to figure out a methodology to include it.

FUTURE IMPLEMENTATION UPDATE: I would like to leverage my web development skills to construct a webpage that can hold my WhatToCharger regression model. I plan on creating input fields that users will use to input data about their 1966-1971 Charger(s). From there, the user will click a button to execute the forecasting calculation to get a sale price (approximate value) for their Dodge Charger. The sale price will be printed on the screen with an option to enter in another 1966-1971 Charger for evaluation. 













Here is the regression output (02/04/2022):
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SUMMARY OUTPUT

Regression Statistics’
Multiple F 0956417
RSquare 0914734
Adjusted | 0859921
Standard | 5932.531

Observati 2
ANOVA

df S5 s F__gnificance F
Regressio 9 5.29E+09 5.87E+08 16.68808 5.07E-06
Residual 14 4.936408 35194927
Total 23 578409

Coefficientandard Err_t stat_P-value_Lower 95%Upper 95%ower 95.09 pper 95.0%
Intercept 40698.72 6573.987 6190873 2.35E-05 26598.92 54798.52 26598.92 54798.52
1966 -599.313 5866192 -0.10216 0920075 -13181 11982.42 -13181 11982.42
1967 2571988 5273.113 0.487755 0.633273 -8737.72 1388169 -8737.72 1388169
1968 25664.25 4774.519 5.375255 9.79E-05 1542393 35904.58 1542393 35904.58
1969 25195.17 4524.682 5.568384 6.926-05 15490.69 34899.64 15490.69 34899.64
1970 2872474 4695.837 6.117065 2.66E-05 18653.17 38796.31 18653.17 38796.31
Bighlock 3332.982 3125.778 1066289 0.304337 -337L15 1003711 -337L15 10037.11
manual | -1988.2 4715.445 -0.42164 0.679693 -12101.8 812542 -12101.8 812542
Condition -8039.51 1607.876 -5.00008 0.000194 -11488.1 -4530.96 -11488.1 -45%0.96
Missing pc -13958.4 4582.193 -3.04624 0.008715 -23786.3 -4130.61 -23786.3 -4130.61
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'SUMMARY OUTPUT

Regression statistics
Multiple F_0.912894
Rsquare 0.833375
Adjusted | 0.683413
Standard i 12485.49

Observati 2
ANOVA

df S5 s F__gnificance F
Regressio 9 7.8£+09 8.66E+08 5.557223 0.006527
Residual 10 1566409 1.56E+08
Total 199366409

Coefficientandard Err_t stat_P-value_tLower 95%Upper 95%ower 95.09 pper 95.0%
Intercept 75317.87 12203.39 6.17188 0.000105 48127.02 102508.7 48127.02 102508.7
1966 -214305 1170526 -1.83084 0.097042 -475114 4650.455 -475114 4650.455
1967 -10783.7 11693.24 -0.92222 0378127 -36837.9 15270.41 -36837.9 15270.41
1968 9714.09 11168.49 0.869776 0404817 -15170.9 34599.04 -15170.9 34599.04
1969 10468.23 1078148 0.970346 0354474 -13554.4 34490.86 -13554.4 34490.86
1970 21465.19 12355.24 1737335 011297  -6064 48994.37  -6064 48994.37
Bighlock 1557.087 7353.418 0.21175 0.836555 -14827.3 1794152 -14827.3 1734152
manual  17397.69 8074.39 2.154675 0.056616 -593.174 35388.55 -593.174 35388.55
Condition -14240.9 3032277 -4.69645 0.000846 -20997.3 -7484.61 -20997.3 -7484.61
Missing pc -1951.35  9703.4  -0.2011 0.344652 -23571.9 19669.18 -2357L9 19669.18
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'SUMMARY OUTPUT

Regression statistics
Multiple F 0.955712
Rsquare 0.913386
Adjusted | 0826772
Standard | 5988.696

Observati 19
ANOVA

df S5 s F__gnificance F
Regressio 9 3.4E+09 3.78E+08 1054548 0.000845
Residual 9 3.23£+08 35864485
Total 18 3.73409

Coefficientandard Err_t stat_P-value_tLower 95%Upper 95%ower 95.09 pper 95.0%
Intercept 36135.08 8877.367 4.070472 0.002798 16053.08 56217.07 16053.08 56217.07
1966 -1413.41 6568.692 -0.21517 0.834429 -162728 13446 -162728 13446
1967 1175.123 5967.15 0.196932 0.848256 -12323.5 14673.75 -12323.5 14673.75
1968 2434032 5907.99 4.119899 0.002598 1097552 37705.13 1097552 37705.13
1969 2107175 S477.701 3.846824 0.003925 8680.332 33463.17 8680.332 33463.17
1970 220336 5927.011 3.717488 0.004789 8625.765 3544143 8625.765 3544143
Bighlock 4043281 3552.418 1138177 0.284437 -3992.85 12079.41 -3992.85 12079.41
manual  -4673.18 5397.493 -0.86581 0.409083 -16833.2 7536.801 -16833.2 7536.801
Condition -6322.39 1983.607 -3.18732 0.011054 -10809.6 -1835.16 -10809.6 -1835.16
Missing p__-15556 _5199.26 -2.99196 0.015153 -27317.5 -3794.46 -27317.5 -3794.46





